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ANALYZING THE POTENTIAL FOR
UNIVERSAL DISARMAMENT OF
AUTONOMOUS WEAPONS SYSTEMS OR
HOW I LEARNED TO STOP WORRYING
AND LOVE THE KILLER ROBOT

INTRODUCTION

Lethal autonomous weapons systems (LAWS) have recently become the subject of debate among scholars, world leaders, nongovernmental organizations (NGOs), and the popular media. While the dangers of autonomous robotics have existed for decades in science fiction, technology has only recently made the implementation of robots capable of military combat a real possibility. With the advent of this technology, however, many government leaders, politicians, scientists, and business leaders are advancing the argument that just because autonomous weapons can exist does not mean they should.


The purpose of this Note is twofold. First, it examines the use of human-out-of-the-loop weapons, robotics technology, and autonomy in order to predict how states will react to the prospect of banning autonomous weapons. Second, this Note proposes that the creation of a new framework agreement on LAWS and the formation of a new international organization tasked with developing and implementing LAWS regulations would be favorable compromise to interested parties. Part I briefly details the history of unmanned weapons and the recent development of robotics and autonomy in military technology. Part II summarizes some of the most popular arguments advanced by proponents and critics of autonomous weapons. Part III analyzes successful multilateral disarmament treaties in order to ascertain whether universal disarmament of robotic weapons is likely to occur. Finally, Part IV considers the interests of states in developing robotic weapons and proposes that effective disarmament of autonomous weapons would require the creation of an immediate binding agreement. Such an agreement would initially be permissive in allowing research and development of LAWS, but would resolve to continue to further regulate LAWS over time through the establishment of a permanent international organization. This proposal argues that the only effective method of reducing the use of autonomous weapons is through a multilateral treaty. Because universal disarmament of all autonomous weapons is unlikely, the only practical solution is to permit their use, but with regulations that are designed and implemented in tandem with the incremental development and implementation of LAWS.

I. A BRIEF HISTORY OF UNMANNED WEAPONS, ROBOTICS, AND AUTONOMY IN WAR

This Part describes the historic use of unmanned weapons in armed conflicts and tracks the development of unmanned weapons through the recent use of human-in-the-loop and human-on-the-loop systems. This Part also addresses the most recent


7. Human-in-the-Loop Weapons are “[r]obots that can select targets and deliver force only with a human command;” Human-on-the-Loop Weapons are “[r]obots that can select targets and deliver force under the oversight of a human operator who can override the robots’ actions;” and Human-out-of-the-
projections for potential uses of autonomous weapons and out-of-the-loop systems in combat and discusses the legal mechanisms that currently restrict the use of LAWS.

A. Unmanned Weapons in War

Before discussing the potential dangers and advantages of the most modern pieces of unmanned warfighting technology, it may be helpful to recall the use of unmanned weapons in the past. Introducing robots into the battlefield is seen by some as a means of removing human soldiers from dangerous situations,\(^8\) an objective which has been pursued in the past through the use of booby traps and land mines.\(^9\) The function of these devices has primarily been defensive—a combatant would place mines to target enemies advancing on a position or to force the enemy into a more favorable position.\(^10\)

The American Civil War saw the first large-scale use of explosive booby traps and land mines, and their use continued to grow until the late twentieth century.\(^11\) During the Vietnam War, the North Vietnamese used a variety of booby traps to kill or incapacitate enemy soldiers without placing their own troops at risk.\(^12\) Through the United Nations (U.N.) and NGOs’ significant involvement, however, the use of mines in warfare has since been greatly limited by the Convention on Prohibitions or Restrictions on the Use of Certain Conventional Weapons Which May Be Deemed to Be Excessively Injurious or to Have Indiscriminate Effects (CCW)\(^13\) and the Ottawa Convention, which

Loop Weapons are “[r]obots that are capable of selecting targets and delivering force without any human input or interaction.” HUMAN RIGHTS WATCH, supra note 4.


10. Id. at 3.


13. The CCW is a multilateral treaty which seeks to reduce or restrict the use of specific weapons which cause superfluous injury or have indiscriminate effect. The protocols of this treaty restrict the use of non-detectable fragments, mines, boobytraps, incendiary weapons, and blinding laser weapons.
prohibits party states from using anti-personnel land mines in war. Nevertheless, the use of mines is not universally prohibited, and countries, such as the United States, Russia, Israel, China, and South Korea have been reluctant to agree to new restrictions.

In recent history, militaries have begun utilizing human-in-the-loop systems, which are robotic systems that can engage enemies only through human command. These systems take the form of land, sea, and air vehicles that require a remote operator. Weaponized unmanned ground vehicles, such as the iRobot Packbot and the TALONS SWORDS platform used by the United States and Australia in military activity in Iraq and Afghanistan, are remotely operated robots, capable of delivering lethal and non-lethal assaults. Unmanned aerial vehicles (UAVs), such as the MQ-1 Predator and MQ-9 Reaper, used by the U.S. Air Force have similarly been used to remotely target suspected terrorists. Despite strong opposition to this practice, the use of remotely operated weapons is likely to remain a part of modern warfare.

The current state of weapons technology is difficult to assess due to the swift rate of advancement and secrecy of military

---


16. Id.

17. Human-in-the-loop systems require a human command to deliver force, in contrast to human-on-the-loop systems, which can select and engage targets under human oversight or human-out-of-the-loop systems, which require no human interaction to select and engage targets. HUMAN RIGHTS WATCH, supra note 4.


19. RONALD ARKIN, GOVERNING LETHAL BEHAVIOR IN AUTONOMOUS ROBOTS 12 (2009).

20. Liu, supra note 18, at 631.

21. Id.
activity.\textsuperscript{22} The introduction of autonomous systems, as well as the implementation of states’ domestic guidelines on autonomous weapons, however, indicates a clear trend towards increased weapon autonomy.\textsuperscript{23} The United States, for example, has increased spending on unmanned weapons from $4.5 billion USD in fiscal year 2017 to $7.5 billion USD in 2018.\textsuperscript{24} Without intervention, the United States and other states will likely continue to develop and implement autonomous weapons.\textsuperscript{25} LAWS have been given the following description:

robotic weapon systems that, once activated, can select and engage targets without further intervention by a human operator. The important element is that the robot has an autonomous ‘choice’ regarding selection of a target and the use of lethal force.\textsuperscript{26}

States, however, have declined to reach consensus on an internationally accepted definition of LAWS or the extent to which autonomy currently exists in weapons systems.\textsuperscript{27} Currently, the weapons with the most autonomy are primarily defensive in nature and do not employ lethal force.\textsuperscript{28} For instance, the Phalanx weapons system, a weapon designed to autonomously target and destroy incoming missiles, is used by the United States to protect ships and bases.\textsuperscript{29} Israel’s Harpy UAV drone autonomously detects and destroys radar emitters.\textsuperscript{30} The South Korean

\textsuperscript{22} Id. at 630.
\textsuperscript{23} Id. at 632; see also Heather Roff, Weapons Autonomy is Rocketing, FOREIGN POLY MAG. (Sept. 28, 2016), http://foreignpolicy.com/2016/09/28/weapons-autonomy-is-rocketing/; PABLO KALZMANOVITZ, Judgement Liability and the Risks of Riskless Warfare, in AUTONOMOUS WEAPONS SYSTEMS 137, 147 (Nehal Bhuta et al. eds., 2016).
\textsuperscript{25} Liu, supra note 18, at 634.
\textsuperscript{26} Rep. of the Special Rapporteur on Extrajudicial, Summary or Arbitrary Executions, supra note 1, at 7; Cf. U.S. DEP’T. DEF., supra note 1; HUMAN RIGHTS WATCH, supra note 4, at 2 (applying similar definitions).
\textsuperscript{28} American Society of International Law (asil1906), Autonomous Weaponry and Armed Conflict, YouTube 39:00 (Apr. 10, 2014), https://www.youtube.com/watch?v=duq3DtFJtWg.
\textsuperscript{29} Hall, supra note 24 at 89.
military uses an autonomous gun, the SGR-1s, which can autonomously identify enemies in the DMZ.\textsuperscript{31} Although the weapon requires a human command to fire,\textsuperscript{32} some reports say it can be programmed to autonomously make the decision to fire at targets.\textsuperscript{33}

Though not yet used in combat, states are quickly pursuing offensive autonomous weapons, which could enter the battlefield and selectively engage targets.\textsuperscript{34} The United States, for example, is currently developing nano drones, which could use hive mind technology to perform offensive operations.\textsuperscript{35}

\textbf{B. Applicable Humanitarian Law}

While there is no existing international law specifically addressing the use of human-out-of-the-loop systems, some critics of the technology argue that existing principles of international humanitarian law (IHL) support the proposition that LAWS should be banned.\textsuperscript{36} The most analogous legal obligation stems from the U.N. Convention on Certain Conventional Weapons, which restricts the use of land mines, booby traps and “other devices.”\textsuperscript{37} The phrase “other devices” is likely not broad enough, however, to include LAWS and has never been interpreted to do so.\textsuperscript{38}

Other legal obligations that LAWS are said to violate are the general principles of discrimination and proportionality, which are fundamental to humanitarian law.\textsuperscript{39} Human Rights Watch

\begin{enumerate}
\item[31.] \textit{Human Rights Watch}, \textit{supra} note 4, at 13–14.
\item[32.] \textit{Id}.
\item[33.] \textit{Id. Arkin, supra} note 19, at 167.
\item[35.] \textit{Id}.
\item[36.] \textit{Human Rights Watch, supra} note 4, at 30–36 (suggesting that the use of LAWS would violate humanitarian law, a set of international rules governing the use of force, by breaching rules of distinction, proportionality, military necessity, and the Martens Clause).
\item[37.] Convention on Prohibitions or Restrictions on the Use of Certain Conventional Weapons Which May Be Deemed to Be Excessively Injurious or to Have Indiscriminate Effects, \textit{supra} note 13, art. 2.
\item[38.] \textit{Id.} (“Other devices’ means manually-emplaced munitions and devices designed to kill, injure or damage and which are actuated by remote control or automatically after a lapse of time.”).
\item[39.] KALZMANOVITZ, \textit{supra} note 23, at 145.
\end{enumerate}
has taken the position that, if LAWS were permitted to be introduced into the battlefield, there would be no ability to ensure proper discrimination of targets and proportionality of military activity.\textsuperscript{40} Similar to the Convention, however, the argument that LAWS violate general principles of humanitarian law is difficult to advance authoritatively due to the newness of the technology.\textsuperscript{41} Because the technology of LAWS is so new, it is difficult to make an accurate assessment of their ability to discriminate targets, or the extent to which they might be considered inhumane.\textsuperscript{42}

The United States has implemented domestic policy restricting the use and development of LAWS in Department of Defense Directive 3000.09, which requires “appropriate levels of human judgement over the use of force.”\textsuperscript{43} This policy has been criticized, however, for being vague.\textsuperscript{44} Under this directive, the United States could use LAWS without human supervision when military necessity requires it to do so.\textsuperscript{45} Furthermore, the directive lacks the precedence of international law norms, and may be altered by the United States.\textsuperscript{46} Similar restrictions have also been unilaterally adopted by other states throughout the world.\textsuperscript{47}

Without existing international law directly and expressly prohibiting the use of LAWS, a legal void exists, generating uncertainty.\textsuperscript{48} The recent advancement, and projected advancement to come, in LAWS technology has sparked an outcry from various groups who feel the use of such weapons creates new risks in

\begin{itemize}
\item \textsuperscript{40} \textit{Human Rights Watch}, \textit{supra} note 4, at 30–36.
\item \textsuperscript{41} See Kalzmanovitz, \textit{supra} note 23, at 149 (arguing that it is possible for LAWS to be programmed in such a way that they comply with principles of humanitarian law).
\item \textsuperscript{42} Hall, \textit{supra} note 24, at 90.
\item \textsuperscript{43} U.S. Dep’t. Def., \textit{supra} note 1.
\item \textsuperscript{44} Robin Geiss, \textit{The International—Law Dimension of Autonomous Weapons Systems} 25 (2015).
\item \textsuperscript{45} \textit{Id}.
\item \textsuperscript{46} See 10 U.S.C. § 125 (2014) (describing the power granted to the Secretary of Defense to abolish military duties).
\item \textsuperscript{48} Human Rights Watch, \textit{supra} note 4.
\end{itemize}
warfare. These have been addressed in part by the U.N. General Assembly’s Special Rapporteur, suggesting that states develop a code regarding the ethics and use of autonomous weapons. These guidelines, however, have not been universally adopted, and they lack the legal effect that would be made readily apparent by the existence of a formal treaty. In 2013, the High Contracting Parties to the CCW established a Group of Government Experts on LAWS (“Expert Group”), which convenes annually to discuss the prospect of restricting LAWS. While the Expert Group affirmed that state responsibility could be invoked where states use or misuse LAWS, they failed to agree on a definition of LAWS, the extent to which they currently exist, or any restrictive measures.

II. ARGUMENTS FOR AND AGAINST THE PROHIBITION OF LAWS

Though the subject is only now coming to the forefront of international legal debates, LAWS have sparked controversy long before their implementation became a realistic projection of the future of combat. The notion that robots should not be created with the capacity to kill dates back to the 1942 short story, “Runaround,” in which Isaac Asimov lays out the three laws of robotics.

This Part introduces and discusses some of the most prominent arguments made for and against the prohibition of LAWS in armed conflict.

49. NGOs, such as Human Rights Watch and the Campaign to Stop Killer Robots, contend that using robots in warfare will reduce the threshold for states to use force. Id. HUMAN RIGHTS WATCH, supra note 4, at 13–14.
53. Id.
54. Id. (“One, a robot may not injure a human being, or, through inaction, allow a human being to come to harm. . . . Two . . . a robot must obey the orders given it by human beings except where such orders would conflict with the First Law. . . . And three, a robot must protect its own existence as long as such protection does not conflict with the First or Second Laws.”).
A. Arguments For the Prohibition of LAWS

LAWS have been criticized almost since their inception.\textsuperscript{56} NGOs, such as Human Rights Watch,\textsuperscript{57} the International Committee for Robot Arms Control,\textsuperscript{58} and Article 36\textsuperscript{59} seek to ban or strictly limit the development and use of LAWS. Tech industry leaders and scientists have publicly opposed the use of artificial intelligence in weapons,\textsuperscript{60} and popular media outlet articles have been highly critical of LAWS, designating them as “Killer Robots.”\textsuperscript{61} Among the most common criticisms advanced against LAWS are those pertaining to ethical dilemmas, a reduced threshold for the use of force, a lack of legal accountability, and the potential for a new arms race.\textsuperscript{62}

1. Ethics

The predominant objection made by various groups seeking to limit or prohibit the use of LAWS is that their use would be unethical.\textsuperscript{63} The notion that a robot could be endowed with the power to determine which humans will live and which will die does not sit well with those who see the potential of being on the receiving end of this technology.\textsuperscript{64} This issue extends beyond the

\begin{footnotesize}
\begin{itemize}
\item \textsuperscript{56} LIN, supra note 1 (criticizing the ethics of implementing LAWS in 2008).
\item \textsuperscript{57} HUMAN RIGHTS WATCH, supra note 4.
\item \textsuperscript{58} Home, INT’L COMM. ROBOT ARMS CONTROL, https://www.icrac.net/ (last visited Nov. 12, 2018).
\item \textsuperscript{60} Autonomous Weapons: An Open Letter From AI & Robotics Researchers, supra note 5.
\item \textsuperscript{62} See Rep. of the Special Rapporteur on Extrajudicial, Summary or Arbitrary Executions, supra note 1, at 7; LIN, supra note 1; HUMAN RIGHTS WATCH, supra note 4; Christopher P. Toscano, Friend of Humans: An Argument for Developing Autonomous Weapons Systems, 8 J. NAT’L SEC. L. & POL’Y 189 (2015).
\item \textsuperscript{63} See Rep. of the Special Rapporteur on Extrajudicial, Summary or Arbitrary Executions, supra note 1, at 7; LIN, supra note 1; HUMAN RIGHTS WATCH, supra note 4.
\item \textsuperscript{64} See Rep. of the Special Rapporteur on Extrajudicial, Summary or Arbitrary Executions, supra note 1, at 10. See also Banning Killer Robots in 2017,
potential for LAWS to violate humanitarian law, but is instead focused on the broader ethical dilemma: Even if a robot could be programmed to comply with all humanitarian law, is it ethical for humans to grant an object which lacks the capacity for compassion and moral judgement, the power not only to kill, but to discern who to kill? While an analysis of the deep philosophical questions inherent to the relevant ethical issues are beyond the scope of this paper, it is necessary to discuss briefly the arguments involved to understand the international legal debate surrounding LAWS.

Autonomous robots follow a “sense-think-act” paradigm: they “sense” what is around them through various information gathering sensors; they “think” by assessing the appropriate response to any given stimulus; and they “act” in accordance with that determination. In the future, LAWS will likely have an increased ability to learn, that is, they will adjust the way that they think based on their past observations, actions, and stimuli. This method of reasoning makes LAWS particularly adept at making quantitative judgements, but leaves them largely incapable of making qualitative judgements. While it may be possible to program general compliance with IHL, the principle of proportionality requires consideration of the larger context of a given situation and the totality of the circumstances. Moreover, the value of a military objective, which dictates the amount of permissible collateral damage, is subject to change, in ways LAWS could not perceive.

Some argue that it may be possible for LAWS to undertake actions consistent with an ethically acting human, despite their inability to think ethically or to perceive a situation for its full

---

65. See Rep. of the Special Rapporteur on Extrajudicial, Summary or Arbitrary Executions, supra note 1, at 10; LIN, supra note 1.
66. Ethics is a main focus of the argument on LAWS and is at the center point of any legal system.
68. See LIN, supra note 1, at 20.
70. Id. at 13–14.
71. Id. See also U.S. DEPT. DEF., DEPARTMENT OF DEFENSE LAW OF WAR MANUAL 245 (2015).
political and ethical context. Ronald Arkin, a roboticist at the Georgia Institute of Technology, has proposed the use of an “ethical governor”—a framework which would constrain a robot’s actions to those that are ethical.\textsuperscript{72} The ethical governor would require a LAWS to quantify various criteria to determine if a lethal attack is legal under IHL, and then, only engage if performing such an attack would be consistent with operational orders.\textsuperscript{73} Furthermore, it is argued by those who advocate for the use of LAWS that it is more ethical to continue to develop and use LAWS.\textsuperscript{74} In certain circumstances, LAWS are likely to be better than human soldiers at distinguishing targets,\textsuperscript{75} and can reduce the amount of collateral damage.\textsuperscript{76} Therefore, depending on the way LAWS are used, it would be more ethical to use them and cause less overall injury to civilians.\textsuperscript{77}

2. Reduced Threshold For Force

The adoption of LAWS into the arsenals of states would, according to some, lower the threshold for using force.\textsuperscript{78} It is speculated that, by using LAWS instead of human soldiers, a state would have less incentive to refrain from using force.\textsuperscript{79} Because humans tend to be averse to “getting killed, losing their loved ones, and having to kill other people,” there is typically great political incentive to avoid war.\textsuperscript{80} Where human soldiers can be replaced with unfeeling machines, states might be more willing to resort to force.\textsuperscript{81} Similar to drones, which have allowed states to perform operations that they would not have otherwise

\textsuperscript{72} ARKIN, supra note 19, at 69; HUMAN RIGHTS WATCH supra note 4, at 27.
\textsuperscript{73} ARKIN, supra note 19, at 69; HUMAN RIGHTS WATCH, supra note 4, at 27; see also LIN, supra note 1, at 35–40 (arguing that it may someday be possible do create “functional morality”—a program which would mimic the act of a moral person).
\textsuperscript{74} See Peter Asaro, \textit{How Just Could a Robot War Be?}, in \textit{CURRENT ISSUES IN COMPUTING AND PHILOSOPHY} 50, 61 (Adam Briggle et al. eds., 2008); see also KALZMANOVITZ, supra note 23, at 145.
\textsuperscript{75} Rep. of the Special Rapporteur on Extrajudicial, Summary or Arbitrary Executions, supra note 1, at 13.
\textsuperscript{76} Toscano, supra note 62.
\textsuperscript{77} Id.
\textsuperscript{78} Id.
\textsuperscript{79} Id. HUMAN RIGHTS WATCH, supra note 4, at 40.
\textsuperscript{80} Rep. of the Special Rapporteur on Extrajudicial, Summary or Arbitrary Executions, supra note 1, at 11.
\textsuperscript{81} HUMAN RIGHTS WATCH, supra note 4, at 40.
attempted due to the risk soldiers face, LAWS would permit states to engage in warfare that otherwise would not occur.\textsuperscript{82}

In rebutting this claim, LAWS advocates, Jeremy Rabkin and John Yoo,\textsuperscript{83} assert that LAWS could make war less likely.\textsuperscript{84} According to Rabkin and Yoo, the decision of whether or not to go to war is determined by the particular political leader rather than the types of weapons at his or her disposal.\textsuperscript{85} The pair note that “George W. Bush and Barack Obama had roughly the same military at their disposal, but they used it very differently.”\textsuperscript{86}

3. Legal Accountability

The use of devices, which can make their own decisions, raises issues of legal accountability.\textsuperscript{87} Because robots lack moral agency, they cannot be held accountable for their actions.\textsuperscript{88} Where no human is in-the-loop, it seems unfair to hold any individual accountable for the actions of LAWS. If, for example, a weapon autonomously decides to engage in conduct which violates IHL, neither the programmer of the machine’s software nor the commander who implemented the device would have intended for the act to occur.\textsuperscript{89}

While no mechanism for accountability has yet been applied, it is possible that avenues for a remedy already exist.\textsuperscript{90} Although there has been some resistance to holding the out-of-the-loop commander responsible for decisions made by the robot, the commander may be the most logical choice, as he or she ultimately made the decision to use the weapon.\textsuperscript{91} It would be difficult to meet a required mens rea element where the commander could

\textsuperscript{82} Id. at 39.
\textsuperscript{83} Jeremy Rabkin and John Yoo are law professors who have publicly argued in favor of autonomous weapons development. See Rabkin, supra note 8.
\textsuperscript{84} Id.
\textsuperscript{85} Id.
\textsuperscript{86} Id.
\textsuperscript{87} Rep. of the Special Rapporteur on Extrajudicial, Summary or Arbitrary Executions, supra note 1, at 14–15.
\textsuperscript{88} Id. at 14.
\textsuperscript{89} Paola Gaeta, Autonomous Weapons Systems and the Alleged Accountability Gap, in Autonomous Weapon Systems: Implications of Increasing Autonomy in the Critical Functions of Weapons 47 (2016); but see Rabkin, supra note 8 (arguing that no accountability gap would actually exist).
\textsuperscript{90} Id.
\textsuperscript{91} Id.
not predict an IHL violation by the machine. Nevertheless, a remedy may remain under state responsibility, which requires no mens rea element be satisfied. This notion was affirmed in the 2017 meeting of the Group of Governmental Experts, who reported that states are responsible for their use of LAWS and have a duty to ensure accountability when they use LAWS.

4. Arms Race Potential

Both critics and proponents of LAWS have asserted that the new weapons technology will revolutionize warfare. Some go as far as to say that the innovation is on par with gunpowder or nuclear weapons. Those who support banning or at least tightly restricting LAWS see potential for a new global arms race, conjuring images of Cold War era tension. Those in favor of developing LAWS perceive the revolution as a positive development. Similar to the way smart bombs have limited the number of civilian casualties in war, proponents, such as Jeremy Rabkin and John Yoo, believe the arms revolution that would be fostered by this technology would “make war less awful.”

92. Id.
94. Rep. of the 2017 Group of Governmental Experts on Lethal Autonomous Weapons Systems (LAWS), supra note 2, ¶ 16(c) (“Responsibility for the deployment of any weapons system in armed conflict remains with States. States must ensure accountability for lethal action by any weapon system used by the State’s forces in armed conflict in accordance with applicable international law, in particular international humanitarian law. The human element in the use of lethal force should be further considered”).
96. Autonomous Weapons: An Open Letter from AI & Robotics Researchers, supra note 5 (“autonomous weapons have been described as the third revolution in warfare, after gunpowder and nuclear arms”).
97. Id.
98. Id.
5. Other Vulnerabilities

From the perspective of the states developing LAWS technology, it may be difficult to see the negative implications through the same lens as states that cannot afford the financial burden of weapons development and envision a future on the receiving end of LAWS. The truth of the matter is that, if developed, LAWS will eventually enter into the arsenal of every military organization, whether that be of state, private militias, or terrorist groups. Critics often ask: what is to happen when a LAWS falls into the hands of a military force that feels unconstrained by any international laws, which might regulate its use? Rather than being carefully programmed to adhere to humanitarian law, these weapons, when in the wrong hands, could be used to attack indiscriminately. Furthermore, because LAWS are mere computers, they may also be vulnerable to hacking, which would mark a revolution not only in traditional warfare, but in cyberwarfare as well.

B. Arguments Against Prohibiting LAWS

While states on the forefront of LAWS technology have demonstrated openness towards some form of regulation, these states have also demonstrated a desire to continue developing LAWS. This section details some of the most prominent arguments in favor of autonomous weapons development advanced by states and scholars who believe the advent of LAWS will be a humane

100. For example, Russia, a state which has begun investing in developing LAWS technology has encouraged the international community to refrain from a premature, over restrictive regulatory regime. See Group of Governmental Experts of the High Contracting Parties to the Convention on Prohibitions or Restrictions on the Use of Certain Conventional Weapons Which May Be Deemed to Be Excessively Injurious or to Have Indiscriminate Effects, Examination of Various Dimensions of Emerging Technologies in the Area of Lethal Autonomous Weapons Systems, in the Context of the Objectives and Purposes of the Convention: Submitted by the Russian Federation, CCW/GGE.1/2017/WP.8 (Nov. 10, 2017) [hereinafter Russian Federation Governmental Experts Examination].

102. HUMAN RIGHTS WATCH, supra note 4, at 31.
103. Id.
104. Rep. of the Special Rapporteur on Extrajudicial, Summary or Arbitrary Executions, supra note 1, at 18.
105. Id.
improvement to warfare. These arguments include the advantages of force protection, reduced emotional influence in the battlefield, reduction in civilian casualties, and affordability.

1. Force Protection

Force protection is the most obvious advantage of autonomous weapons systems.\textsuperscript{106} Incidental to completing every military objective is the goal of minimizing one’s own harm in the process.\textsuperscript{107} LAWS would allow states to significantly reduce their own risks while engaging in military activity.\textsuperscript{108}

Critics of this argument suggest that while this is beneficial to the LAWS-using state, it shifts the burden onto the civilians in the location where the LAWS are being used.\textsuperscript{109} In traditional combat, combatants engage in military activities at their own risk, but in a situation where LAWS are used in the place of human soldiers, the local civilians in the vicinity of military activity would be placed at greater risk than the soldiers who deploy the LAWS.\textsuperscript{110}

2. Less Emotional Influence

Those who support LAWS suggest that, in addition to being more expendable than human soldiers, LAWS may also be more adept at adhering to IHL.\textsuperscript{111} While proportionality and distinction are often questioned, there is little doubt that LAWS will be more adept than humans in following laws prohibiting certain acts.\textsuperscript{112} A LAWS would be incapable of violating human rights unless programmed to do so.\textsuperscript{113} On the battlefield, soldiers can become victims of their own emotions and prejudice.\textsuperscript{114} A LAWS
on the other hand, will never be able to become overwhelmed by emotions in ways that affect its efficiency as a soldier or that might lead it to commit IHL violations.\textsuperscript{115} This argument is abbreviated to its simplest form in a comment made by the U.N. Special Rapporteur: “Robots also do not rape.”\textsuperscript{116}

3. Fewer Civilian Casualties

Despite claims that LAWS lack the capacity to adequately distinguish targets and to gauge proportionality, their designed purpose is, in fact, to reduce collateral damage.\textsuperscript{117} Unlike explosives or poisonous gasses, LAWS are intended to be used in highly populated areas while leaving the civilians unharmed.\textsuperscript{118} If allowed to be developed and brought into the battlefield, properly functioning LAWS would make war safer for civilians who would otherwise be at risk.\textsuperscript{119}

4. Cost

Finally, a significant benefit of using LAWS is the cost. The cost of developing LAWS is high at the moment, with development efforts costing states billions of dollars.\textsuperscript{120} Once an adequate design is realized, however, it would be relatively inexpensive to manufacture a fleet of LAWS.\textsuperscript{121} The cost of manufacturing a human-in-the-loop explosive disposal robot, for example, is $117,000 USD, while the cost of training an explosive ordnance disposal technician to perform similar operations would be approximately $1 million USD.\textsuperscript{122} Furthermore, LAWS are significantly more expendable than their human counterparts, both due to their affordability, and the lack of political backlash militaries would face when loosing mechanical warfighters.\textsuperscript{123}

\textsuperscript{115} Id.  
\textsuperscript{116} Id.  
\textsuperscript{117} Valez Green, supra note 95; Rabkin, supra note 8.  
\textsuperscript{118} Toscano, supra note 62, at 202.  
\textsuperscript{119} Id.  
\textsuperscript{120} Toscano, supra note 62, at 189.  
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Proponents of LAWS have suggested that implementation of low cost LAWS would allow greater opportunities to keep civilians, as well as soldiers, safe. When a soldier takes the time to adequately identify a target, they risk their lives and the state for which they fight risks the financial and political cost associated with losing soldiers. A LAWS, however, has no inherent interest in self-preservation and would cost its implementing government relatively little if it were destroyed. It would, therefore, be able to abstain from using force until a target could be thoroughly assessed. The additional time LAWS could spend determining whether and what amount of force is required would reduce cost to the warfighting state while ensuring that fewer civilians become victims due to mistaken identity.

The low cost and minimized risk LAWS could provide, however, is considered by critics a negative attribute of these devices. The proliferation of LAWS is almost inevitable among states because they are expected to become cheap to manufacture. As LAWS become cheaper and more prominent in warfare, there is a greater possibility that these weapons could enter the hands of terrorist groups or other actors who do not bind themselves to humanitarian laws.

III. PAST EFFORTS TO BAN WEAPONS

Many debates regarding LAWS remain unresolved. Various actions by members of the international community point to the conclusion that although complete prohibition of LAWS would not be feasible, the dangers presented by this technology will
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131. See Rep. of the 2017 Group of Governmental Experts on Lethal Autonomous Weapons Systems (LAWS), supra note 2 (acknowledging the need for further discussion on LAWS).
nevertheless warrant substantial regulation. As of 2017, twenty-six states have called for a complete ban of LAWS, though none of these states have made significant investments in LAWS development. Dozens of states continue deliberations on future restrictions on LAWS, evidencing some global desire to police development and use of LAWS. Other states that have already made significant investments in LAWS technology, however, have a significant interest in retaining the ability to develop and use the weapons.

Because there is no clear controlling international law defining the scope and limitation of their use, a single multilateral treaty addressing LAWS must be adopted. To determine the feasibility of implementing a multilateral disarmament treaty, this Part will discuss past global disarmament efforts targeting specific weapons.

A. Treaties Banning Specific Weapons

The proposition of banning a particular weapon from the battlefield is not a novel concept. Since the adoption of the Strasbourg Agreement in 1675, states have come together on multiple occasions to designate certain tools of war as too inhumane

---
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134. The United States, Russia, the U.K., China, Israel, and Iran have all begun or expressed interest in developing LAWS, and none have called for a ban. Rep. of the Special Rapporteur on Extrajudicial, Summary or Arbitrary Executions, supra note 1, at 9; Toscano, supra note 62; see also Country Views on Killer Robots, supra note 133.
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for the battlefield and have mutually agreed on their prohibition.\textsuperscript{141} These treaties will be useful in determining whether LAWS would be appropriate weapons to prohibit and the extent to which their use could be restricted.\textsuperscript{142} One of the first widely accepted multilateral attempts at banning particular weapons was the 1899 Hague Convention, which prohibited expanding bullets, asphyxiating and deleterious gases, and projectiles and explosives launched from balloons.\textsuperscript{143} The Hague Convention sought to “diminish the evils of war so far as military necessities permit,” and the prohibition of these weapons was a means of achieving this objective.\textsuperscript{144} Later treaties have continued to target various instruments of warfighting, such as landmines and chemical, biological, and nuclear weapons.\textsuperscript{145}

Some international disarmament agreements are broad in scope, prohibiting particular uses of weapons rather than the weapons themselves.\textsuperscript{146} Protocol I of the Geneva Convention, for example, prohibits all weapons that have indiscriminate effect.\textsuperscript{147} While these broad rules restrict states’ use of certain
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weapons, the agreement permits some degree of flexibility.\textsuperscript{148} For example, the use of flamethrowers against human targets is prohibited under this treaty because it would cause unnecessary suffering, but states are not barred from keeping and using flamethrowers in ways that are in accordance with IHL.\textsuperscript{149} Certain weapons, however, are subject to restrictions implemented by specific disarmament treaties, such as the Ottawa Convention, which prohibits the use and stockpiling of land mines.\textsuperscript{150} Because LAWS, like flamethrowers, are not per se illegal under the CCW framework, a separate specific treaty targeting LAWS would be necessary for restricting their use. The question then becomes whether LAWS are an appropriate subject of a specific disarmament treaty.

\textbf{B. What Makes a Weapon a Candidate for Prohibition?}

States are free to abstain from using a particular weapon based on their own unilateral decision. Successful treaties that ban weapons tend to be predicated, however, on principles of IHL, the weapon’s mass effect, and the threat a weapon poses to humanity.\textsuperscript{151} The Ottawa Convention, which prohibits the use of anti-personnel land mines, declares that the agreement to ban anti-personnel mines is necessary for the protection of civilians, a key principle of IHL.\textsuperscript{152} The Convention on the Prohibition of the Development, Production and Stockpiling of Bacteriological (Biological) and Toxin Weapons and on Their Destruction (enacted 1976) and the Chemical Weapons Convention (enacted 1993) both prohibit biological and chemical weapons, declaring
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\textsuperscript{152} Convention on the Prohibition of the Use, Stockpiling, Production and Transfer of Anti-Personnel Mines and on their Destruction, supra note 14, preamble (“Determined to put an end to the suffering and casualties caused by anti-personnel mines, that kill or maim hundreds of people every week, mostly innocent and defenseless civilians”).
them to be weapons of mass destruction. These two treaties, which prohibit chemical and biological weapons, and the Treaty on the Non-Proliferation of Nuclear Weapons state that the agreements are necessary to prevent harm that would result to all humankind. In addition, though rarely stated in the text itself, morality has long been a driving force for disarmament and has played a key role in the prohibition of certain weapons.

LAWS, unlike land mines, are designed to be discriminate weapons, and do not violate IHL per se. The destructive power of LAWS and the threat that these weapons pose to the world at large, however, may support the notion that states would be willing to ban them. Acknowledging the threat posed by certain extremely destructive weapons, states have agreed to restrictions on biological, chemical, and nuclear weapons in the past. States, however, have also demonstrated reluctance towards prohibiting new weapons technologies. During discussions about banning asphyxiating gas during the 1899 Hague Peace Conference, a U.S. diplomat made the following statement about the weapon:
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(i) That no shell emitting such gases is as yet in practical use, or has undergone adequate experiment; consequently, a vote taken now would be in ignorance of the facts as to whether the results would be of a decisive character, or whether injury in excess of that necessary to attain the end of warfare, the immediate disabling of the enemy, would be inflicted.

(ii) That the reproach of cruelty and perfidy, addressed against these supposed shells, was equally uttered formally against firearms and torpedoes, both of which are now employed without scruple. Until we know the effects of such asphyxiating shells, there was no saying whether they would be more or less merciful than missiles now permitted.\textsuperscript{161}

Similar notions have been expressed contemporarily regarding LAWS. At the November 2017 meeting of the Group of Governmental Experts, representatives of Russia made the following statement:

According to the Russian Federation, the lack of working samples of such weapons systems remains the main problem in the discussion on LAWS. Certainly, there are precedents of reaching international agreements that establish a preventive ban on prospective types of weapons. However, this can hardly be considered as an argument for taking preventive prohibitive or restrictive measures against LAWS being a by far more complex and wide class of weapons of which the current understanding of humankind is rather approximate.\textsuperscript{162}

This shared interest in pursuing LAWS by states, which have invested in their development, makes it unlikely that they will be banned, despite the potential for mass destruction and the questionable moral implications associated with their use.\textsuperscript{163}

\textit{C. Attempts to Ban Nuclear Weapons}

If LAWS are to be the revolutionary warfighting technology anticipated by critics and proponents alike,\textsuperscript{164} it is unlikely that an agreement would be reached on a complete and total ban of
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the technology in combat.\textsuperscript{165} Because the drastic change LAWS are anticipated to bring to the battlefield has often been analogized to the transformation brought about by nuclear weapons,\textsuperscript{166} past attempts at restricting the latter may provide insight into the practicality of restricting LAWS.

Nuclear weapons are powerful, leave behind radiation, and cause significant civilian casualties.\textsuperscript{167} States, however, continue to possess stockpiles legally.\textsuperscript{168} Because states with nuclear capabilities have a staggering military advantage over those that do not, there is little incentive for nuclear capable states to disarm.\textsuperscript{169} Since the introduction of nuclear weapons, however, states have gradually acquiesced to limitations on their use and proliferation.\textsuperscript{170} After the first use of a nuclear weapon in 1945, an arms race began, and states sought to secure nuclear weapons for themselves.\textsuperscript{171} As global consciousness grew of the threat of global destruction posed by nuclear weapons, disarmament efforts became more effective.\textsuperscript{172} In 1963, nuclear-capable states began placing restrictions on testing nuclear weapons.\textsuperscript{173} In 1970, the Treaty on the Non-Proliferation of Nuclear Weapons came into effect, and has significantly prevented nuclear proliferation.\textsuperscript{174} Beginning with the 1987 signing of the Intermediate-Range Nuclear Forces Treaty, the United States and the Soviet Union began bilaterally reducing nuclear arsenals.\textsuperscript{175}
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end of the Cold War, the United States and Russia have continued to reduce stockpiles of nuclear weapons. Non-nuclear states have also continued to strengthen their resolve for a nuclear-free world by signing a variety of bilateral and regional disarmament agreements, as well as the 2017 Treaty on the Prohibition of Nuclear Weapons.

D. Practicality

Complete disarmament of LAWS through a single treaty is unlikely to occur at this early stage in the development of LAWS. If LAWS are as revolutionary as commentators anticipate, history has told us—and Russia has affirmed—that states will continue to develop the systems as a matter of self-interest. As with nuclear weapons, however, legal permissibility does not insinuate complete and unrestricted development and use. Just as nuclear weapons have become gradually restricted over time, LAWS, even without restrictions beyond IHL norms at the outset, would become restricted as well. There is, nevertheless, no compelling reason why the world must wait for and see the full extent of damage that may be caused by LAWS before beginning to regulate them. Currently, uncertainty about the future of LAWS has been a source of tension among states discussing them, and has prevented significant agreement on their
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regulation.\textsuperscript{183} As time continues to pass without an international consensus on LAWS, states continue to make strides in LAWS technology.\textsuperscript{184} As investments in LAWS increase, states will become less likely to sign a disarmament agreement while the technology is in its infancy.\textsuperscript{185} Therefore, rather than waiting decades for a piecemeal disarmament strategy, states should immediately adopt a largely permissive agreement to solidify resolve to limit the potential harm that LAWS might cause and to facilitate further restrictions of LAWS as they become necessary.

IV. PROPOSED SOLUTION

The advent of LAWS has sparked significant disagreement among states and experts in the field.\textsuperscript{186} The 2017 meeting of the Group of Governmental Experts revealed the extent of this disagreement.\textsuperscript{187} States disagree on the potential threat LAWS pose, and there is no consensus on a universal definition of the term “LAWS” or on the extent to which LAWS already exist.\textsuperscript{188} The significance of LAWS in future warfare, however, is uncontroversed.\textsuperscript{189} Both those who support and those who oppose LAWS acknowledge that LAWS will dramatically impact the warfighting capabilities of those who possess these weapons in the future.\textsuperscript{190} This mutual understanding of potential has been the catalyst for international dialogue on the future potential and limitation of LAWS, even by states, such as Russia, who
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oppose LAWS restrictions.\textsuperscript{191} Although a complete moratorium on LAWS at this stage in the technology’s development is neither practical nor likely to be effective,\textsuperscript{192} states have demonstrated some interest in exploring the possibility of regulating.\textsuperscript{193} International participation in discussions regarding potential limitations to LAWS development and their use in the future evidences a willingness by states, including those on the forefront of LAWS development, to define the outermost boundaries for LAWS. This Part proposes that states adopt a preliminary agreement setting forth highly permissive guidelines for LAWS development and implementation, and that the international community creates a designated international organization whose primary function is to facilitate further restrictions as international consensus on the threat LAWS pose develops.\textsuperscript{194}

\textit{A. Timing}

The speed with which a regulatory regime is adopted is critical to its potential for universal acceptance and effectiveness.\textsuperscript{195} As has been demonstrated by the adoption of CCW Protocol IV, which prohibits the use of lasers to permanently blind enemy combatants, a weapons limitation may be effective when adopted while a weapons technology is in its infancy.\textsuperscript{196} The first prohibition of expanding bullets occurred shortly after their invention, and it has held strong for over a century.\textsuperscript{197} On the other hand, nuclear weapons, which were permitted to proliferate and develop without significant regulation for decades following their conception, have proven to be extremely difficult to

\textsuperscript{191} Russian Federation Governmental Experts Examination, \emph{supra} note 100 (discussing Russia’s interest in continued dialogue despite a desire to continue research and development of LAWS).

\textsuperscript{192} Toscano, \emph{supra} note 62, at 243–44; ANDERSON, \emph{supra} note 6.

\textsuperscript{193} See Rep. of the 2017 Group of Governmental Experts on Lethal Autonomous Weapons Systems (LAWS), \emph{supra} note 2.

\textsuperscript{194} Cf. Marchant et al., \emph{supra} note 47 (suggesting, among other solutions, that a framework convention as well as “trans governmental dialogue.”).

\textsuperscript{195} Id.

\textsuperscript{196} SOLIS, \emph{supra} note 11, at 743–45.

restrict.\textsuperscript{198} Land mines, though less massively devastating, have similarly taken decades to restrict in a significant way.\textsuperscript{199}

Although a sooner-rather-than-later approach of regulation may have been preferable in the development and implementation of nuclear weapons and land mines, premature over-restriction presents its own threats.\textsuperscript{200} Past prohibitions on weaponized submarines and aircrafts have eroded over time as the weapons became more widely accepted and understood.\textsuperscript{201} As those weapons developed and evolved incrementally, so too did the norms and principles guiding their legal use.\textsuperscript{202} Rather than adopting complete restriction of LAWS while the technology is only just being introduced, a regulatory regime should recognize that future understanding of the weapons technology will aid in its restriction. Acting now to adopt a framework for a regulatory regime and defining only the most agreeable limitations to the use and development of LAWS would minimize the risk of the limitations falling to the wayside and help expedite the application of future restrictions.

\textbf{B. Defining Agreeable Boundaries}

To be agreeable to states that have demonstrated an interest in pursuing LAWS technology and have opposed strict regulation and prohibition, the framework agreement should avoid attempting to find solutions for the immediate sources of contention.\textsuperscript{203} Instead, the agreement should resolve to find solutions in the future as understanding of LAWS on the battlefield becomes more concrete.\textsuperscript{204} The framework agreement should refrain from formally adopting a definition for LAWS. States should instead apply any agreed upon terms to systems that would fall within the broadest definition and resolve to adopt a universally acceptable definition in the future. Similarly, the agreement should refrain from designating the amount of
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human control required by weapons system, and instead should resolve to find an answer to this question through continued international cooperation and dialogue between those states wishing to prohibit LAWS and those that wish to explore their potential.

Furthermore, to facilitate the continued dialogue about LAWS, an independent international organization should be created. This organization would provide states and NGOs the opportunity to meet regularly, to discuss challenges, and to resolve disagreements pertaining to LAWS. A similar function is currently being performed by the CCW Expert Group on an ad hoc basis. While the Expert Group has been valuable in facilitating international dialogue on LAWS, an independent organization would allow for the constant development of legal understanding and movement towards a restrictive regime. Similar organizations, such as the Organization for the Prohibition of Chemical Weapons (OPCW) and the Comprehensive Test Ban Treaty Organization (CTBTO), have performed comparable functions in implementing weapons restricting treaties. Like the OPCW and the CTBTO, a new organization dedicated to regulating and restricting LAWS would permit continued dialogue, facilitate international cooperation, and help states protect themselves against aggressive use of LAWS.

CONCLUSION

Autonomous weapons are almost certainly going to be part of the future of warfare and are poised to drastically change the
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ways in which wars are fought. The inability to reach consensus on the potential benefits or harms LAWS stand to bring about ensures that states that have already invested resources in developing LAWS technology will likely continue to do so. Although the potential power of LAWS might make them a significant global threat on par with weapons of mass destruction, these weapons are unlikely to be completely banned so long as states continue to have an interest in exploring the technology. While LAWS technology is in its infancy, however, a framework could be established through a new international organization committed to reducing the harmful effects caused by LAWS, whereby the international community would be able to expedite restrictions on LAWS as consensus on their dangers develops.
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